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1 Introduction

While there is some disagreement among historians who actually invented the Newton
method, see [31] for an excellent reading about early history of the method, it is well docu-
mented in the literature that L. V. Kantorovich [20] was the first to obtain convergence of the
method on assumptions involving the point where iterations begin. Specifically, Kantorovich
considered the Newton method for solving the equation f(x) = 0 and proved convergence by
imposing conditions on the derivative Df(x0) of the function f and the residual ‖f(x0)‖ at
the starting point x0. These conditions can be actually checked, in contrast to the conven-
tional approach to assume that the derivative Df(x̄) at a (unknown) root x̄ of the equation
is invertible and then claim that if the iteration starts close enough to x̄ then it gener-
ates a convergent to x̄ sequence. For this reason Kantorovich’s theorem is usually called
a global convergence theorem5 whereas conventional convergence theorems are described as
local theorems.

The following version of Kantorovich’s theorem is close to that in [25]; for a proof see
[25] or [21].

Theorem 1.1 (Kantorovich). Let X and Y be Banach spaces. Consider a function f : X →
Y , a point x0 ∈ X and a real a > 0, and suppose that f is continuously Fréchet differentiable
in an open neighborhood of the ball IBa(x0) and its derivative Df is Lipschitz continuous in
IBa(x0) with a constant L > 0. Assume that there exist positive reals κ and η such that

‖Df(x0)−1‖ ≤ κ and ‖Df(x0)−1f(x0)‖ < η.

If α := κLηa < 1
2

and a ≥ a0 := 1−
√

1−2α
κL

, then there exists a unique sequence {xk} satisfying
the iteration

f(xk) +Df(xk)(xk+1 − xk) = 0, k = 0, 1, . . . , (1)

with a starting point x0; this sequence converges to a unique zero x̄ of f in IBa0(x0) and the
convergence rate is r-quadratic:

‖xk − x̄‖ ≤
η

α
(2α)2k , k = 0, 1, . . . .

In his proof of convergence Kantorovich used a novel technique of majorization of the
sequence of iterate increments by the increments of a sequence of scalars. Notice that the
derivative Df is nonsingular not only at x0 but also at the solution x̄; indeed, for any y ∈ X
with ‖y‖ = 1 we have

‖Df(x̄)y‖ ≥ ‖Df(x0)y‖ − ‖(Df(x̄)−Df(x0))y‖ ≥ 1

κ
− La0 =

√
1− 2α

κ
.

In a related development, Kantorovich showed in [21, Chapter 18] that, under the same
assumptions as in Theorem 1.1, to achieve linear convergence to a solution there is no need
to calculate during iterations the derivative Df(xk) at the current point xk— it is enough
to use at each iteration the value of the derivative Df(x0) at the starting point, i.e.

f(xk) +Df(x0)(xk+1 − xk) = 0, k = 0, 1, . . . . (2)

5Some authors prefer to call it a semilocal convergence theorem.
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He called this method the modified Newton process. This method is also known as the chord
method, see [22, Chapter 5].

The work of Kantorovich has been extended in a number of ways by, in particular,
utilizing various extensions of the majorization technique, such as the method of nondiscrete
induction, see e.g. [27]. We will not go into discussing these works here but rather focus on
a version of Kantorovich’s theorem due to R. G. Bartle [5], which has been largely forgotten
if not ignored in the literature. A version of Bartle’s theorem, without referring to [5], was
given recently in [7, Theorem 5].

Specifically, Bartle [5] considered a function f acting between Banach spaces X and Y
and the equation f(x) = 0 which is solved by the iteration

f(xk) +Df(zk)(xk+1 − xk) = 0, k = 0, 1, . . . , (3)

where Df is the Fréchet derivative mapping of f and zk are, to quote [5], “arbitrarily
selected points ... sufficiently close to the solution desired.” For zk = xk one obtains the
usual Newton method, and for zk = x0 the modified Newton/chord method, but zk may be
chosen in other ways. For example as x0 for the first s iterations and then the derivative could
be calculated again every s iterations, obtaining in this way a hybrid version of the method.
If computing the derivatives, in particular in the case they are obtained numerically, involves
time consuming procedures, it is quite plausible to expect that for large scale problems the
chord method or a hybrid version of it would possibly be faster than the usual method. We
present here the following somewhat modified statement of Bartle’s theorem which fits our
purposes:

Theorem 1.2 (Bartle [5]). Assume that the function f : X → Y is continuously Fréchet
differentiable in an open set O. Let x0 ∈ O and let there exist positive reals a and κ such
that for any three points x1, x2, x3 ∈ IBa(x0) ⊂ O we have

‖Df(x1)−1‖ < κ and ‖f(x1)− f(x2)−Df(x3)(x1 − x2)‖ ≤ 1

2κ
‖x1 − x2‖, (4)

and also
‖f(x0)‖ < a

2κ
. (5)

Then for every sequence {zk} with zk ∈ IBa(x0) there exists a unique sequence {xk} satisfying
the iteration (3) with initial point x0; this sequence converges to a root x̄ of f which is unique
in IBa(x0) and the convergence rate is r-linear:

‖xk − x̄‖ ≤ 2−ka, k = 0, 1, . . . .

Note that condition (4) automatically implies that the operator Df(x̄) is invertible,
similarly as for the Kantorovich theorem.

In a path-breaking paper Qi and Sun [28] extended the Newton method to a nonsmooth
equation by employing Clarke’s generalized Jacobian ∂̄f of a function f : Rn → Rn instead
of the derivative Df and proved convergence for a class of nonsmooth functions. Specifically,
consider the following iteration: given xk choose any matrix Ak from ∂̄f(xk) and then find
the next iterate by solving the linear equation

f(xk) + Ak(xk+1 − xk) = 0, k = 0, 1, . . . . (6)

The following convergence theorem was proved in [28, Theorem 3.2]:
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Theorem 1.3. Suppose that f : Rn → Rn is Lipschitz continuous around a root x̄ at which
all matrices in ∂̄f(x̄) are nonsingular. Also assume that for every ε > 0 there exists δ > 0
such that for every x ∈ IBδ(x̄) and for every A ∈ ∂̄f(x) one has

‖f(x)− f(x̄)− A(x− x̄)‖ ≤ ε‖x− x̄‖. (7)

Then there exists a neighborhood U of x̄ such that for every starting point x0 ∈ U there exists
a sequence satisfying the iteration (6) and every such sequence is superlinearly convergent to
x̄.

A function f which is Lipschitz continuous around a point x̄ and satifies (7) is said to be
semismooth6 at x̄. Accordingly, the method (6) is a semismooth Newton method for solving
equations. For more advanced versions of Theorem 1.3, see e.g. [13, Theorem 7.5.3], [19,
Theorem 2.42] and [12, Theorem 6F.1].

In the same paper Qi and Sun proved what they called a “global” theorem [28, Theorem
3.3], which is more in the spirit of Kantorovich’s theorem; we will state and prove an improved
version of this theorem in the next section.

In this paper we derive Kantorovich-type theorems for a generalized equation: find a
point x ∈ X such that

f(x) + F (x) 3 0, (8)

where throughout f : X → Y is a continuous function and F : X →→ Y is a set-valued
mapping with closed graph. Many problems can be formulated as (8), for example, equations,
variational inequalities, constraint systems, as well as optimality conditions in mathematical
programming and optimal control.

Newton-type methods for solving nonsmooth equations and variational inequalities have
been studied since the 70s. In the last two decades a number of new developments have
appeared some of which have been collected in several books [13, 16, 17, 23, 30]. A broad
presentation of convergence results for both smooth and nonsmooth problem with particu-
lar emphasis on applying Newton-type method to optimization can be found in the recent
book [19]. A Kantorovich-type theorem for generalized equations under metric regularity is
proven in [11, Theorem 2] using the majorization technique. Related results for particular
nonsmooth generalized equations are given in [14] and [26].

We adopt the notations used in the book [12]. The set of all natural numbers is denoted
by IN and IN0 = IN∪{0}; the n-dimensional Euclidean space is Rn. Throughout X and Y are
Banach spaces both norms of which are denoted by ‖ · ‖. The closed ball centered at x with
radius r is denoted as IBr(x); the unit ball is IB. The distance from a point x to a set A is
dist(x,A) = infy∈A ‖x−y‖. A generally set-valued mapping F : X →→ Y is associated with its
graph gphF =

{
(x, y) ∈ X × Y

∣∣ y ∈ F (x)
}

and its domain domF =
{
x ∈ X

∣∣F (x) 6= ∅
}

.
The inverse of F is y 7→ F−1(y) =

{
x ∈ X

∣∣ y ∈ F (x)
}

. By L(X, Y ) we denote a space of
linear bounded operators acting from X into Y equipped with the standard operator norm.

Recall that a set-valued mapping Φ : X ⇒ Y is said to be metrically regular at x0

for y0 if y0 ∈ Φ(x0) and there exist neighborhoods U of x0 and V of y0 such that the set
gphΦ ∩ (U × V ) is closed and

dist
(
x, Φ−1(y)

)
≤ κ dist

(
y, Φ(x)

)
for all (x, y) ∈ U × V. (9)

6Sometimes one adds to (7) the condition that f is directionally differentiable in every direction.
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The infimum over all κ ≥ 0 in (9) is the regularity modulus of Φ at x0 for y0 denoted by
reg(Φ;x0 |y0). If in addition the mapping σ : V 3 y 7→ Φ−1(y)∩U is not multi-valued on V ,
then Φ is said to be strongly metrically regular and then σ is a Lipschitz continuous function
on V . More about metric regularity and the related theory can be found in [12].

2 Main theorem

In preparation to our main result presented in Theorem 2.2 we give a strengthened version
of [28, Theorem 3.3] for the iteration (6) applied to an equation in Banach spaces.

Theorem 2.1. Let f : X → Y be a continuous function and let the numbers a > 0, κ ≥ 0,
δ ≥ 0 be such that

κδ < 1 and ‖f(x0)‖ < (1− κδ)a
κ
. (10)

Consider the iteration (6) with a starting point x0 and a sequence {Ak} of linear and bounded
mappings such that for every k ∈ IN0 we have

‖A−1
k ‖ ≤ κ and ‖f(x)−f(x′)−Ak(x−x′)‖ ≤ δ‖x−x′‖ for every x, x′ ∈ IBa(x0). (11)

Then there exists a unique sequence satisfying the iteration (6) with initial point x0. This
sequence remains in int IBa(x0) and converges to a root x̄ ∈ int IBa(x0) of f which is unique
in IBa(x0); moreover, the convergence rate is r-linear: for each α ∈ (κδ, 1) we have

‖xk − x̄‖ < αka.

Proof. Choose any α ∈ (κδ, 1). We will show, by induction, that there is a sequence {xk}
with elements in IBa(x0) satisfying (6) with the starting point x0 such that

‖xj+1 − xj‖ ≤ αjκ‖f(x0)‖ < aαj(1− α), j = 0, 1, . . . . (12)

Let k := 0. Since A0 is invertible, there is a unique x1 ∈ X such that A0(x1−x0) = −f(x0).
Therefore,

‖x1 − x0‖ = ‖A−1
0 A0(x1 − x0)‖ = ‖A−1

0 f(x0)‖ ≤ κ‖f(x0)‖ < a(1− α).

Hence x1 ∈ IBa(x0). Suppose that, for some k ∈ IN , we have already found points
x0, x1, . . . , xk ∈ IBa(x0) satisfying (12) for each j = 0, 1, . . . , k − 1. Since Ak is invertible,
there is a unique xk+1 ∈ X such that Ak(xk+1 − xk) = −f(xk). Then (12) with j := k − 1
implies

‖xk+1 − xk‖ = ‖A−1
k Ak(xk+1 − xk)‖ = ‖A−1

k f(xk)‖ ≤ κ‖f(xk)‖
= κ‖f(xk)− f(xk−1)− Ak−1(xk − xk−1)‖
≤ κδ‖xk − xk−1‖ ≤ αkκ‖f(x0)‖ < aαk(1− α).

From (12), we have

‖xk+1 − x0‖ ≤
k∑
j=0

‖xj+1 − xj‖ ≤
k∑
j=0

αjκ‖f(x0)‖ < a

∞∑
j=0

αj(1− α) = a, (13)
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that is, xk+1 ∈ IBa(x0). The induction step is complete.
For any natural k and p we have

‖xk+p+1 − xk‖ ≤
k+p∑
j=k

‖xj+1 − xj‖ ≤
k+p∑
j=k

αjκ‖f(x0)‖ < αk

1− α
κ‖f(x0)‖ < aαk. (14)

Hence {xk} is a Cauchy sequence; let it converge to x̄ ∈ X. Passing to the limit with p→∞
in (14) we obtain

‖x̄− xk‖ ≤
αk

1− α
κ‖f(x0)‖ < aαk for each k ∈ IN0.

In particular, x̄ ∈ int IBa(x0). Using (6) and (11), we get

0 ≤ ‖f(x̄)‖ = lim
k→∞
‖f(xk)‖ = lim

k→∞
‖f(xk)−f(xk−1)−Ak−1(xk−xk−1)‖ ≤ lim

k→∞
δ‖xk−xk−1‖ = 0.

Hence, f(x̄) = 0. Suppose that there is ȳ ∈ IBa(x0) with ȳ 6= x̄ and f(ȳ) = 0. Then

‖ȳ − x̄‖ ≤ κ‖A0(ȳ − x̄)‖ = κ‖f(ȳ)− f(x̄)− A0(ȳ − x̄)‖
≤ κδ‖ȳ − x̄‖ < α‖ȳ − x̄‖ < ‖ȳ − x̄‖,

which is a contradiction. Hence x̄ is a unique root of f in IBa(x0).

Our main result which follows is an extension of Theorem 2.1 for generalized equations
(8). We adopt the following model of an iterative procedure for solving (8). Given k ∈ IN0,
the current and prior iterates xn (n ≤ k) generate a “feasible” element Ak ∈ L(X, Y ) and
then choose the next iterate xk+1 according to the following Newton-type iteration:

f(xk) + Ak(xk+1 − xk) + F (xk+1) 3 0. (15)

In order to formalize the choice of Ak we consider a sequence of mappings Ak : Xk →
L(X, Y ), where Xk = X × . . .×X is the product of k copies of X. Thus, Ak does not need
to be chosen in advance and may depend on the already obtained iterates. In particular,
one may take Ak = A0(x0), that is, use the same operator for all iterations. Another
possibility is to use Ak = Df(xk) in the case of a differentiable f or Ak ∈ ∂̄f(xk), the Clarke
generalized Jacobian if applicable. Intermediate choices are also possible, for example to
use the same operator A in m successive steps and then to update it at the current point:
Ak(x0, . . . , xk) = Am[k/m](xm[k/m]), where [s] is the integer part of s.

Theorem 2.2. Let the scalars a > 0, b > 0, κ ≥ 0, δ ≥ 0 and the points x0 ∈ X,
y0 ∈ f(x0) + F (x0) be such that

(A1) κδ < 1 and ‖y0‖ < (1− κδ) min{ a
κ
, b}.

Moreover, assume there exists a function ω : [0, a] → [0, δ] such that for every k ∈ IN0 and
every x1, . . . , xk ∈ IBa(x0) the linear and bounded operator Ak := Ak(x0, . . . , xk) has the
following properties:
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(A2) the mapping
x 7→ GAk

(x) := f(x0) + Ak(x− x0) + F (x) (16)

is metrically regular at x0 for y0 with constant κ and neighborhoods IBa(x0) and IBb(y0);

(A3) ‖f(x)− f(xk)− Ak(x− xk)‖ ≤ ω(‖x− xk‖) ‖x− xk‖ for every x ∈ IBa(x0).

Then for every α ∈ (κδ, 1) there exists a sequence {xk} generated by the iteration (15)
with starting point x0 which remains in int IBa(x0) and converges to a solution x̄ ∈ int IBa(x0)
of (8); moreover, the convergence rate is r-linear:

‖xk − x̄‖ < αka and dist(0, f(xk) + F (xk)) ≤ αk‖y0‖ for every k ∈ IN0. (17)

If limξ→0 ω(ξ) = 0, then the sequence {xk} is convergent r-superlinearly, that is, there
exist sequences of positive numbers {εk} and {ηk} such that ‖xk − x̄‖ ≤ εk and εk+1 ≤ ηkεk
for all sufficiently large k ∈ IN and ηk → 0.

If there exists a constant L > 0 such that ω(ξ) ≤ min{δ, Lξ} for each ξ ∈ [0, a], then the
convergence of {xk} is r-quadratic: specifically, there exists a sequence of positive numbers
{εk} such that for any C > αL

δ
we have εk+1 < Cε2

k for all sufficiently large k ∈ IN .
If the mapping GAk

defined in (16) is not only metrically regular but strongly metrically
regular with the same constant and neighborhoods, then there is no other sequence {xk}
satisfying the iteration (15) starting from x0 which stays in IBa(x0).

Proof. Choose an α ∈ (κδ, 1) and then κ′ such that

α

δ
≥ κ′ > κ and ‖y0‖ < (1− α) min

{ a
κ′
, b
}
. (18)

Such a choice of κ′ is possible for α > κδ sufficiently close to κδ. We shall prove the claim
for an arbitrary value of α for which (18) holds with an appropriately chosen κ′ > κ. This
is not a restriction, since then (17) will hold for any larger value of α.

We will show that there exists a sequence {xk} with the following properties, for each
k ∈ IN :

(a) ‖xk − x0‖ ≤ 1−αk

1−α κ
′‖y0‖ < (1− αk)a;

(b) ‖xk − xk−1‖ ≤ αk−1γ0 . . . γk−1κ
′‖y0‖ < αk−1(1− α)a,

where γ0 := 1, γi := ω(‖xi − xi−1‖)/δ for i = 1, . . . , k − 1;

(c) 0 ∈ f(xk−1) + Ak−1(xk − xk−1) + F (xk),
where Ak−1 := Ak−1(x0, . . . , xk−1).

We use induction, starting with k = 1. Since 0 ∈ IBb(y0) and y0 ∈ GA0(x0), using (A2)
for GA0 we have that

dist
(
x0, G

−1
A0

(0)
)
≤ κ dist

(
0, GA0(x0)

)
≤ κ‖y0‖.

If y0 = 0, then we take x1 = x0. If not, we have that

dist
(
x0, G

−1
A0

(0)
)
< κ′‖y0‖
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and then there exists a point x1 ∈ G−1
A0

(0) such that

‖x1 − x0‖ < κ′‖y0‖ < (1− α)a.

Clearly, (a)–(c) are satisfied for k := 1 and γ1 is well-defined.
Assume that for some k ∈ IN the point xk has already been defined in such a way that

conditions (a)–(c) hold. We shall define xk+1 so that (a)–(c) remain satisfied for k replaced
with k + 1.

First, observe that (a) implies xk ∈ IBa(x0). Denote rk := f(x0)− f(xk)− Ak(x0 − xk).
In view of (a), the fact that ω(‖x0 − xk‖) ≤ δ and (A3) with x = x0, we have

‖rk − y0‖ ≤ ‖y0‖+ ‖f(x0)− f(xk)− Ak(x0 − xk)‖

≤ ‖y0‖+ δ‖x0 − xk‖ ≤ ‖y0‖+
1− αk

1− α
κ′δ‖y0‖

≤ ‖y0‖+
1− αk

1− α
α‖y0‖ =

1− αk+1

1− α
‖y0‖ < b.

If rk ∈ GAk
(xk) then we take xk+1 = xk. If not, by (A2),

dist
(
xk, G

−1
Ak

(rk)
)
≤ κ dist

(
rk, GAk

(xk)
)
< κ′ dist

(
rk, GAk

(xk)
)
.

Then there exists a point xk+1 ∈ G−1
Ak

(rk) such that

‖xk+1 − xk‖ < κ′ dist (rk, GAk
(xk)) .

Due to (c), we get

GAk
(xk) = f(x0) +Ak(xk − x0) +F (xk) 3 f(x0) +Ak(xk − x0)− f(xk−1)−Ak−1(xk − xk−1).

Using (A3) with x = xk and then (b) and (18) we have

‖xk+1 − xk‖ ≤ κ′‖rk − [f(x0)− f(xk−1) + Ak(xk − x0)− Ak−1(xk − xk−1)]‖
= κ′‖f(xk)− f(xk−1)− Ak−1(xk − xk−1)‖
≤ κ′ω(‖xk − xk−1‖)‖xk − xk−1‖ = κ′δγk‖xk − xk−1‖ (19)

≤ αkγ0 . . . γkκ
′‖y0‖ < αk(1− α)a. (20)

Hence, condition (b) is satisfied for k+ 1 and γk+1 is well-defined. By the choise of xk+1 we
have

rk ∈ GAk
(xk+1) = f(x0) + Ak(xk+1 − x0) + F (xk+1),

hence, after rearranging, condition (c) holds for k + 1. To finish the induction step, use (a)
to obtain

‖xk+1 − x0‖ ≤ ‖xk+1 − xk‖+ ‖xk − x0‖ ≤ αkκ′‖y0‖+
1− αk

1− α
κ′‖y0‖ =

1− αk+1

1− α
κ′‖y0‖.

Now we shall prove that the sequence {xk} identified in the preceding lines is convergent.
By (b) (with γi replaced with 1), applied for k := m, n ∈ N with m < n, we have

‖xn − xm‖ ≤ αm
1− αn−m

1− α
κ′‖y0‖,

8



hence {xk} is a Cauchy sequence. Let x̄ = limk→∞ xk. Then by (a),

‖x̄− x0‖ ≤
κ′

1− α
‖y0‖ < a,

that is, x̄ ∈ int IBa(x0). Using (b), for any k ∈ IN0, and the second inequality in (18), we
have

‖xk − x̄‖ = lim
m→∞

‖xk − xk+m‖ ≤ lim
m→∞

k−1+m∑
i=k

‖xi − xi+1‖

≤ lim
m→∞

k−1+m∑
i=k

αiγ1 . . . γiκ
′‖y0‖ ≤ αkγ1 . . . γk lim

m→∞

k−1+m∑
i=k

αi−kκ′‖y0‖

≤ αkγ1 . . . γk
κ′‖y0‖
1− α

≤ αkγ1 . . . γka =: εk. (21)

By the definition of εk we get
εk+1 = αγk+1εk.

Since γk+1 ≤ 1 we obtain linear convergence in (17). If limξ→0 ω(ξ) = 0, then γk → 0 and
we have r-superlinear convergence.

Finally, if there exists a constant L such that ω(ξ) ≤ min{δ, Lξ} for each ξ ∈ [0, a], then
for each k ∈ IN condition (b) implies that ξ := ‖xk+1 − xk‖ < a; hence

γk+1 ≤ min{1, L‖xk+1 − xk‖/δ} ≤ ‖xk+1 − xk‖L/δ ≤ (εk+1 + εk)L/δ.

Fix any C > αL/δ. Since the sequence {εk} is strictly decreasing and converges to zero, we
obtain

εk+1 ≤
αL

δ
(εk + εk+1)εk < Cε2

k for all sufficiently large k ∈ IN.

This implies r-quadratic convergence.
To show that x̄ solves (8), let yk := f(xk)− f(xk−1)−Ak−1(xk − xk−1) for k ∈ IN . From

(c) we have yk ∈ f(xk) + F (xk). Using (A3) with x = xk and then using (b) we obtain that

‖yk‖ = ‖f(xk)−f(xk−1)−Ak−1(xk−xk−1)‖ ≤ δ‖xk−xk−1‖ ≤ δαk−1κ′‖y0‖ ≤ αk‖y0‖. (22)

Thus (xk, yk)→ (x̄, 0) as k →∞. Since f is continuous and F has closed graph, we obtain
0 ∈ f(x̄) + F (x̄). The second inequality in (17) follows from (22).

In the case of strong metric regularity of GA the way xk+1 is constructed from xk implies
automatically that xk+1 is unique in IBa(x0).

Remark 2.3. Suppose that there exist β ∈ (0, 1] and L > 0 such that ω(ξ) ≤ min{Lξβ, δ}
for each ξ ∈ [0, a]. Then {xk} converges to x̄ with r-rate 1 + β: there exists a sequence of
positive numbers {εk} converging to zero and C > 0 such that εk+1 ≤ Cε1+β

k for all k ∈ IN .
Indeed, for each k ∈ IN , (b) implies that ξ := ‖xk+1 − xk‖ < a, hence

γk+1 ≤
L

δ
‖xk+1 − xk‖β ≤

L

δ
(εk+1 + εk)

β =
L

δ
(1 + αγk+1)βεβk ≤

L

δ
(1 + α)βεβk .

Hence, taking C := αL(1 + α)β/δ we get

εk+1 = αγk+1εk ≤ Cε1+β
k for all k ∈ IN.
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Remark 2.4. Theorem 2.1 follows from the strong regularity part of Theorem 2.2. Indeed,
for the case of the equation condition (A1) is the same as (10). The first inequality in (11)
means that the mapping GAk

with F ≡ 0 is strongly metrically regular uniformly in k, and
the second inequality is the same as (A3).

The following corollary is a somewhat simplified version of Theorem 2.2 which may be
more transparent for particular cases.

Corollary 2.5. Let a, b, κ, δ be positive reals and a point (x0, y0) ∈ gph(f +F ) be such that
condition (A1) in Theorem 2.2 holds. Let {Ak} be a sequence of bounded linear operators
from X to Y such that for every k ∈ IN0 the mapping GAk

defined in (16) is metrically
regular at x0 for y0 with constant κ and neighborhoods IBa(x0) and IBb(y0), and

‖f(x)− f(x′)− Ak(x− x′)‖ ≤ δ‖x− x′‖ for any x, x′ ∈ IBa(x0).

Then for every α ∈ (κδ, 1) there exists a sequence {xk} satisfying (15) with starting point x0

which is convergent to a solution x̄ ∈ int IBa(x0) of (8) with r-linear rate as in (17).

3 Some special cases

Consider first the generalized equation (8) where the function f is continuously differentiable
around the starting point x0. Then we can take Ak = Df(xk) in the iteration (15) obtaining

f(xk) +Df(xk)(xk+1 − xk) + F (xk+1) 3 0. (23)

In the following theorem we obtain q-superlinear and q-quadratic convergence of the iteration
(23) by concatenating the main Theorem 2.2 with conventional convergence results from [12],
Theorems 6C.1 and 6D.2.

Theorem 3.1. Consider the generalized equation (8), a point (x0, y0) ∈ gph(f + F ) and
positive reals κ, δ, a and b such that condition (A1) in Theorem 2.2 is satisfied. Suppose
that the function f is continuously differentiable in an open set containing IBa(x0), for every
z ∈ IBa(x0) the mapping

x 7→ Gz(x) := f(x0) +Df(z)(x− x0) + F (x)

is metrically regular at x0 for y0 with constant κ and neighborhoods IBa(x0) and IBb(y0), and
also

‖f(x)− f(x′)−Df(x)(x− x′)‖ ≤ δ‖x− x′‖ for all x, x′ ∈ IBa(x0).

Then there exists a sequence {xk} which satisfies the iteration (23) with starting point x0

and converges q-superlinearly to a solution x̄ of (8) in int IBa(x0). If the derivative mapping
Df is Lipschitz continuous in IBa(x0), then the sequence {xk} converges q-quadratically to
x̄.

Proof. Clearly, for any sequence {xk} in IBa(x0) and for each k ∈ IN0 the mapping Ak :=
Df(xk) satisfies (A2) and (A3) of Theorem 2.2 with ω(ξ) := δ, ξ ≥ 0. From condition (A1)
there exists α ∈ (κδ, 1) such that

‖y0‖ < (1− α)b. (24)

10



Hence we can apply Theorem 2.2, which yields the existence of a sequence {xk} satisfying
(23) and converging to a solution x̄ ∈ int IBa(x0) of (8); furthermore

‖x̄− x0‖ ≤
α

δ(1− α)
‖y0‖.

Hence, for v0 := f(x̄)− f(x0)−Df(x̄)(x̄− x0) we have

‖y0 + v0‖ = ‖y0 + f(x̄)− f(x0)−Df(x̄)(x̄− x0)‖ ≤ ‖y0‖+ δ‖x̄− x0‖

≤ ‖y0‖+
α

1− α
‖y0‖ =

‖y0‖
1− α

< b,

where we use (24). Clearly, the mapping

x 7→ G′(x) := f(x̄) +Df(x̄)(x− x̄) + F (x) = v0 +Gx̄(x)

is metrically regular at x0 for y0 +v0 with constant κ and neighborhoods IBa(x0) and IBb(y0 +
v0). Let r, s > 0 be so small that

IBr(x̄) ⊂ IBa(x0) and IBs(0) ⊂ IBb(y0 + v0).

Then since 0 ∈ G′(x̄), the mapping G′ is metrically regular at x̄ for 0 with constant κ and
neighborhoods IBr(x̄) and IBs(0). Hence we can apply Theorems 6C.1, resp. 6D.2, in [12],
according to which there exists a neighborhood O of x̄ such that for any starting point in O
there exists a sequence {x′k} which is q-superlinearly, resp. q-quadratically, convergent to x̄.
But for some k sufficiently large the iterate xk of the initial sequence will be in O and hence
it can be taken as a starting point of a sequence {x′k} which converges q-superlinearly, resp.
q-quadratically, to x̄.

In the theorem coming next we utilize an auxiliary result which follows from Proof I,
with some obvious adjustments, of the extended Lyusternik-Graves theorem given in [12,
Theorem 5E.1].

Lemma 3.2. Consider a mapping F : X ⇒ Y , a point (x0, y0) ∈ gphF and a function
g : X → Y . Suppose that there are a′ > 0, b′ > 0, κ′ ≥ 0, and µ ≥ 0 such that F is
metrically regular at x0 for y0 with constant κ′ and neighborhoods IBa′(x0) and IBb′(y0), the
function g is Lipschitz continuous on IBa′(x0) with constant µ, and κ′µ < 1. Then for any
positive constants a and b such that

1

1− κ′µ
[(1 + κ′µ)a+ κ′b] + a < a′, b+ µ

(
1

1− κ′µ
[(1 + κ′µ)a+ κ′b] + a

)
< b′, (25)

the mapping g+F is metrically regular at x0 for y0+g(x0) with any constant κ > κ′/(1−κ′µ)
and neighborhoods IBa(x0) and IBb(y0 + g(x0)).

Theorem 3.3. Let the numbers a > 0, b > 0, κ ≥ 0 and δ > 0 and the points x0 ∈ X,
y0 ∈ f(x0) + F (x0) be such that (A1) is fulfilled. Let the numbers a′, b′, κ′ be such that:

0 < κ′ <
κ

1 + κδ
, a′ > 2a(1 + κδ) + κb, b′ > (2aδ + b)(1 + κδ). (26)

Let f be Fréchet differentiable in an open set containing IBa(x0), let T ⊂ L(X, Y ), and let
Ak : Xk → T be any sequence with supA∈T ‖A− A0(x0)‖ ≤ δ. Assume that
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(A2’) the mapping x 7→ G(x) := f(x0) + A0(x0)(x − x0) + F (x) is metrically regular with
constant κ′ and neighborhoods IBa′(x0) and IBb′(y0);

(A3’) ‖A−Df(x)‖ ≤ δ whenever A ∈ T and x ∈ IBa(x0).

Then the first claim in Theorem 2.2 holds.

Proof. We shall prove that conditions (A2) and (A3) in Theorem 2.2 are satisfied.
To check (A2), pick any A ∈ T and let GA be the mapping from Theorem 2.2 (with

Ak := A). Define g(x) := (A−A0)(x− x0), x ∈ X, so that GA = G+ g. Then g is Lipschitz
continuous with constant δ and we can apply Lemma 3.2 with µ := δ, which implies (A2).

It remains to check (A3). Let ω(ξ) := δ for each ξ ≥ 0. Pick arbitrary points x0, x1, . . . ,
xk in IBa(x0) and set Ak := Ak(x0, . . . , xk). Finally, fix any x ∈ IBa(x0). By the mean value
theorem there is z ∈ IBa(x0) such that f(x)− f(xk)−Df(z)(x− xk) = 0. Hence

‖f(x)− f(xk)− Ak(x− xk)‖ = ‖Df(z)(x− xk)− Ak(x− xk)‖ ≤ δ‖x− xk‖.

This proves (A3) and therefore the theorem.

Next, we state and prove a theorem regarding convergence of the Newton’s method
applied to a generalized equation, which is close to the original statement of Kantorovich.
The result is somewhat parallel to [11, Theorem 2] but on different assumptions.

Theorem 3.4. Let the positive scalars L, κ, a, b and the points x0 ∈ X, y0 ∈ f(x0) +F (x0)
be such that the function f is differentiable in an open neighborhood of the ball IBa(x0) and
its derivative Df is Lipschitz continuous on IBa(x0) with Lipschitz constant L and also the
mapping

x 7→ G(x) := f(x0) +Df(x0)(x− x0) + F (x) (27)

is metrically regular at x0 for y0 with constant κ and neighborhoods IBa(x0) and IBb(y0).
Furthermore, let κ′ > κ and assume that for η := κ′‖y0‖ we have

h := κ′Lη <
1

2
, t̄ :=

1

κ′L
(1−

√
1− 2h) ≤ a and ‖y0‖+ Lt̄2 ≤ b. (28)

Then there is a sequence {xk} generated by the iteration (23) with initial point x0 which
stays in IBa(x0) and converges to a solution x̄ of the generalized equation (8); moreover, the
rate of the convergence is

‖xk − x̄‖ ≤
2
√

1− 2hΘ2k

κ′L(1−Θ2k)
, for k = 1, 2, . . . , (29)

where

Θ :=
1−
√

1− 2h

1 +
√

1− 2h
.

If the mapping G is not only metrically regular but strongly metrically regular with the same
constant and neighborhoods, then there is no other sequence {xk} generated by the method
(23) starting from x0 which stays in IBa(x0).
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Proof. In the sequel we will utilize the following inequality for u, v ∈ IBa(x0):

‖f(u)− f(v)−Df(v)(u− v)‖ = ‖
∫ 1

0

[Df(v + s(u− v))−Df(v)](u− v) ds‖

≤ L‖u− v‖2

∫ 1

0

s ds =
L

2
‖u− v‖2.

We apply a modification of the majorization technique from [15]. Consider a sequence of
reals tk satisfying

t0 = 0, tk+1 = s(tk), k = 0, 1, . . . ,

where

s(t) = t− (p′(t))−1p(t), p(t) =
κ′L

2
t2 − t+ η.

It is known from [15] that the sequence {tk} is strictly increasing, convergent to t̄, and also

tk+1 − tk =
κ′L(tk − tk−1)2

2(1− κ′Ltk)
, k = 0, 1, . . . . (30)

Furthermore,

t̄− tk ≤
2
√

1− 2hΘ2k

κ′L(1−Θ2k)
, for k = 0, 1, . . . . (31)

We will show, by induction, that there is a sequence {xk} in IBa(x0) fulfilling (23) with the
starting point x0 which satisfies

‖xk+1 − xk‖ ≤ tk+1 − tk, k = 0, 1, . . . . (32)

This implies that {xk} is a Cauchy sequence, hence convergent to some x̄, which, by passing
to the limit in (23), is a solution of the problem at hand. Combining (31), (30) and (32) we
obtain (29).

Let k = 0. If y0 = 0 then we take x1 = x0. If not, since 0 ∈ IBb(y0) and y0 ∈ G(x0), from
the metric regularity of the mapping G in (27) we obtain

dist(x0, G
−1(0)) ≤ κ‖y0‖ < κ′‖y0‖,

hence there exists x1 ∈ G−1(0) such that

‖x1 − x0‖ < κ′‖y0‖ = η = t1 − t0.

Suppose that for some k ∈ IN we have already found points x0, x1, . . . , xk in IBa(x0)
generated by (23) such that

‖xj − xj−1‖ ≤ tj − tj−1 for each j = 1, . . . , k.

Without loss of generality, let xk 6= x0; otherwise there is nothing to prove. We have

‖xk − x0‖ ≤
k∑
j=1

‖xj − xj−1‖ ≤
k∑
j=1

(tj − tj−1) = tk − t0 = tk < t̄ ≤ a.
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Furthermore, for every x ∈ IB t̄−tk(xk) ⊂ IB t̄(x0), we obtain

‖f(x0) +Df(x0)(x− x0)− f(xk)−Df(xk)(x− xk)‖
≤ ‖f(x)− f(x0)−Df(x0)(x− x0)‖+ ‖f(x)− f(xk)−Df(xk)(x− xk)‖

≤ L

2

(
‖x− x0‖2 + ‖x− xk‖2

)
< Lt̄2 ≤ b− ‖y0‖,

in particular, we have f(x0)+Df(x0)(x−x0)−f(xk)−Df(xk)(x−xk) ∈ IBb(y0). Moreover,

r :=
1
2
κ′L‖xk − xk−1‖2

1− κ′L‖xk − x0‖
≤ κ′L(tk − tk−1)2

2(1− κ′Ltk)
= tk+1 − tk.

Since xk ∈ IBa(x0) is generated by (23) from xk−1, we get

f(x0) +Df(x0)(xk − x0)− f(xk−1)−Df(xk−1)(xk − xk−1) ∈ G(xk). (33)

Now consider the set-valued mapping

X 3 x 7→ Φk(x) := G−1(f(x0) +Df(x0)(x− x0)− f(xk)−Df(xk)(x− xk)) ⊂ X.

If xk = xk−1 then take xk+1 = xk. Suppose that xk 6= xk−1. From (33) we obtain

dist(xk,Φk(xk)) = dist(xk, G
−1 (f(x0) +Df(x0)(xk − x0)− f(xk))

≤ κ dist(f(x0) +Df(x0)(xk − x0)− f(xk), G(xk))

≤ κ‖f(xk)− f(xk−1)−Df(xk−1)(xk − xk−1)‖

≤ 1

2
κL‖xk − xk−1‖2 <

1
2
κ′L‖xk − xk−1‖2

1− κ′L‖xk − x0‖
(1− κ′L‖xk − x0‖)

= r(1− κ′L‖xk − x0‖).

Let u, v ∈ IB t̄−tk(xk) and let z ∈ Φk(u) ∩ IB t̄−tk(xk). Then

f(x0) +Df(x0)(u− x0)− f(xk)−Df(xk)(u− xk) ∈ G(z).

Hence,

dist(z,Φk(v)) = dist(z,G−1(f(x0) +Df(x0)(v − x0)− f(xk)−Df(xk)(v − xk))
≤ κ dist(f(x0) +Df(x0)(v − x0)− f(xk)−Df(xk)(v − xk), G(z))

≤ κ‖f(x0) +Df(x0)(v − x0)− f(xk)−Df(xk)(v − xk)
−(f(x0) +Df(x0)(u− x0)− f(xk)−Df(xk)(u− xk))‖

≤ κ‖Df(x0)−Df(xk)‖‖u− v‖ ≤ (κ′L‖xk − x0‖)‖u− v‖.

Since IBr(xk) ⊂ IB t̄−tk(xk), by applying the contraction mapping theorem [12, Theorem
5E.2] we obtain that there exists a fixed point xk+1 ∈ IBr(xk) of Φk. Hence

xk+1 ∈ G−1 (f(x0) +Df(x0)(xk+1 − x0)− f(xk)−Df(xk)(xk+1 − xk)) ,
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that is, xk+1 is a Newton iterate from xk according to (23). Furthermore,

‖xk+1 − xk‖ ≤ r ≤ tk+1 − tk.

Then

‖xk+1 − x0‖ ≤
k+1∑
j=1

‖xj − xj−1‖ ≤
k+1∑
j=1

(tj − tj−1) = tk+1 − t0 = tk+1 < t̄ ≤ a.

The induction step is complete and so is the proof.

At the end of this section we add some comments on the results presented in this paper
and give some examples. First, we would like to reiterate that, in contrast to the conventional
approach to proving convergence of Newton’s method where certain conditions at a solution
are imposed, the Kantorovich theorem utilizes conditions for a given neighborhood at the
starting point associated with some constants, the relations among which gives the existence
of a solution and convergence towards it. In the framework of the main Theorem 2.2 among
the constants are the radius a of the given neighborhood of the starting point x0, the norm of
the residual ‖y0‖ at the starting point, the constant of metric regularity κ, and the constant
δ measuring the “quality” of the approximation of the “derivative” of the function f by the
operators Ak. These constants are interconnected through relations that cannot be removed
even in the particular cases of finite dimensional smooth problems, or nonsmooth problems
where elements of the Clarke’s generalized Jacobian play the role of approximations. In
the smooth case the constant δ may be measured by the diameter of the set {‖Df(x)‖ :
x ∈ IBa(x0)} or by La if Df is Lipschitz continuous with a Lipschitz constant L. In the
nonsmooth case however, it is not sufficient to assume that the diameter of the generalized
Jacobian around x0 is less than δ. One may argue that for any small δ there exists a positive
ε such that the generalized Jacobian has the “strict derivative property” displayed in [12,
6F.3] but in order this to work we need ε to match a. Note that if the residual ‖y0‖ = 0
then we can always choose the constant a sufficiently small, but this may not be the case
for the Kantorovich theorem. It would be quite interesting to know exactly “how far” the
conventional and the Kantorovich theorems are from each other in particular for problems
involving nonsmooth functions.

Next, we will present some elementary examples that illustrate the difference between
the Newton method and the chord method with Ak = A0 for all k, as well as the conditions
for convergence appearing in the results presented.

Example 1. We start with the smooth one-dimensional example7 to find a nonnegative
root of f(x) := (x − 1)2 − 4; it is elementary to check that x̄ = 3 is the only solution. For
every x0 > 1 the usual Newton iteration is given by

xk+1 = xk −
f(xk)

f ′(xk)
=

x2
k + 3

2(xk − 1)
.

7Note that this problem can be written as a generalized equation.
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This iteration is convergent quadratically which agrees with the theory. The chord method,

xk+1 = xk −
f(xk)

f ′(x0)
=

2x0xk − x2
k + 3

2(x0 − 1)
,

converges linearly if there is a constant c < 1 and a natural number N such that

|xk+1 − 3|
|xk − 3|

=
|2x0 − xk − 3|

2|x0 − 1|
≤ c

for every k ≥ N , but it may not be convergent for x0 not close enough to 3. For example
take x0 = 1 + 2√

5
. Then the method oscillates between the points 1 + 2√

5
and 1 + 6√

5
. The

method converges q-superlinearly whenever

lim
k→∞

|xk+1 − 3|
|xk − 3|

= lim
k→∞

|2x0 − xk − 3|
2|x0 − 1|

= 0;

but this holds only for x0 = 3. Hence, even in the case when there is convergence, it is not
q-superlinear.

Let us check the assumptions of Theorem 2.2 with ω ≡ δ. Given x0 and a > 0 we can
calculate how large κ and δ have to be such that conditions (A2) and (A3) are fulfilled. Let
us focus on the case x0 > 1. For (A2) to hold we have to assume a < x0 − 1. Then on
IBa(x0) we have that f ′ is positive and increasing. Hence (A2) and (A3) are satisfied for
κ = 1/f ′(x0 − a) = 1/(2(x0 − a− 1) and δ = f ′(x0 + a)− f ′(x0 − a) = 4a. For fixed x0 let
us find a such that (A1) holds as well, i.e.,

‖y0‖ < (1− κδ)a
κ

= 2a(x0 − 3a− 1). (34)

The right hand side is maximal for a = x0−1
6

. Expressing both sides of this inequality in

terms of x0, we obtain that if x0 ∈ (1 + 2
√

6/7, 1 + 2
√

6/5) then we have convergence.
The following example from [24], see also [23], example BE.1, shows lack of convergence

of the nonsmooth Newton method if the function is not semismooth at the solution. But it
is also an example which illustrates Corollary 2.5.

Example 2. Consider intervals I(n) = [n−1, (n − 1)−1] ⊂ R and define c(n) = 1
2
(n−1 +

(n−1)−1) for n ≥ 2. Let gn to be the linear function through the points ((n−1)−1, (n−1)−1)
and (−c(n), 0), and hn to be the linear function through the points (n−1, n−1) and (c(2n), 0).
Then

gn(x) =
2n

4n− 1
x+

2n− 1

(n− 1)(4n− 1)
and hn(x) =

4(2n− 1)

4n− 3
x− 4n− 1

n(4n− 3)
.

Now define f(x) = min{gn(x), hn(x)} for x ∈ I(n), f(0) = 0 and f(x) = −f(−x) for x < 0.
Then the equation f(x) = 0 has the single solution x̄ = 0 and we have that ∂̄f(0) = [1

2
, 2].

If we try to apply Corollary 2.5 for a neighborhood that contains x̄ = 0 we have to choose
δ ≥ 3

2
and κ ≥ 2; but then κδ > 1. In this case for any starting point x0 6= 0 the Newton

iteration does not converge, as shown in [24].
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A similar example follows to which Corollary 2.5 can be applied.

Example 3. Define

g(x) :=

{
2 if x ∈ ∪n∈Z[22n−1, 22n)

3 if x ∈ ∪n∈Z[22n, 22n+1)
.

Let f(x) :=
∫ x

0
g(t)dt for x ≥ 0 and f(x) = −f(−x) for x < 0. The function f is well

defined on R with a unique root at x̄ = 0. For any starting point x0 the assumptions for
Corollary 2.5 are then fulfilled with κ = 1

2
and δ = 1 and each a > 0. Both the Newton and

the chord method converge linearly.

4 Nonsmooth inequalities

Suppose that K is a nonempty subset of Y and let F (x) := K for each x ∈ X. Then the
generalized equation (8) reads as

f(x) +K 3 0. (35)

When f : Rn → Rm and K := Rm
+ then the above inclusion corresponds to a system of m

nonlinear (possibly nonsmooth) inequalities: find x ∈ Rn such that

f1(x) ≤ 0, f2(x) ≤ 0, . . . , fm(x) ≤ 0.

Kantorovich-type theorems for exact Newton’s method for solving (35) with K being a
closed convex cone and f being smooth can be found in [3, Chapter 2.6] and [29]. An
inexact Newton’s method is treated in a similar way in [14]. The paper [26] deals with a
generalized equation of the form

g(x) + h(x) +K 3 0, (36)

where g : X → Y is a smooth function having a Lipschitz derivative on a neighborhood
O ⊂ X of a (starting) point x0 ∈ X and the function h : X → Y is Lipschitz continuous on
O. The algorithm proposed therein reads as: given xk ∈ X find xk+1 satisfying

g(xk) + h(xk) + g′(xk)(xk+1 − xk) +K 3 0. (37)

Key assumptions are, similarly to [29, 3, 14], that T := g′(x0)(·) +K maps X onto Y and

‖T−1‖− := sup
‖y‖≤1

inf
x∈T−1(y)

‖x‖ ≤ b

for a sufficiently small number b > 0. Then Open Mapping Theorem [4, Theorem 2.2.1]
(see also [12, Exercise 5C.4]) implies that T is metrically regular at zero for zero with any
constant κ > b and neighborhoods X and Y . Moreover, the Lipschitz constants of g′ and h
are assumed to be small compared to b. Clearly, (37) corresponds to our iteration scheme
with f := g + h and Ak := g′(xk), and, since Ak does not take into account the non-smooth
part, it is expected to be slower in general (or not even applicable) as we will show on two
toy examples below.
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Consider a sequence {Ak} in L(X, Y ) and a starting point x0 ∈ X. Given k ∈ IN0,
xk ∈ X, and Ak, let

Ωk := {u ∈ X
∣∣ g(xk) + h(xk) + Ak(u− xk) +K 3 0}.

The next iterate xk+1 generated by (15), which is sure to exist under the metric regularity
assumption in Theorem 2.2, is any point lying in Ωk such that

‖xk+1 − xk‖ ≤ κ′ dist(−g(xk)− h(xk), K),

where κ′ > κ satisfies (18) and the right-hand side of the above inequality corresponds to a
residual at the step k. To sum up, for the already computed xk, the next iterate xk+1 can
be found as a solution of the problem:

minimize ϕk(x) subject to x ∈ Ωk,

where ϕk : X → [0,∞) is a suitably chosen function. In [26], ϕk = ‖ · −xk‖2 is used. In
the following examples we solve the linearized problem in MATLAB using either function
fmincon for ϕk = ‖·−xk‖2

2 or quadprog for ϕk(x) := 1
2
xTx−xTk x. We will show that the latter

approach can give much better convergence rate which is caused by the fact that fmincon
is designed for general nonlinear problems while quadprog is for quadratic programming
problems. We will compare the following three versions of (15) for solving (36) with different
choices of Ak at the step k ∈ IN0 and current iterate xk:

(C1) Ak := g′(xk);

(C2) Ak ∈ ∂̄(g + h)(xk) = g′(xk) + ∂̄h(xk);

(C3) Ak := A0, where A0 is a fixed element of ∂̄(g + h)(x0) = g′(x0) + ∂̄h(x0).

Example 4.1. Consider the system from [26]:

x2 + y2 − |x− 0.5| − 1 ≤ 0,

x2 + (y − 1)2 − |x− 0.5| − 1 ≤ 0,

(x− 1)2 + (y − 1)2 − 1 = 0.

(38)

Observe that the exact solutions are given by y = 1 ±
√

2x− x2 if 0 ≤ x ≤ (11 − 6
√

3)/26
and y = 1−

√
2x− x2 when (11− 6

√
3)/26 ≤ x ≤ 1/2, in particular, the points (x∗1, y

∗
1) :=

(0.5, 1−
√

3/2) and (x∗2, y
∗
2) = (1−

√
2/2, 1−

√
2/2) solve the problem. Then setting g(x, y) :=

(x2 + y2 − 1, x2 + (y − 1)2 − 1, (x− 1)2 + (y − 1)2 − 1), h(x, y) := (−|x− 0.5|,−|x− 0.5|, 0),
and K := R2

+ × {0} we arrive at (36). Denote

H(x, y) :=

 2x− sgn(x− 0.5) 2y
2x− sgn(x− 0.5) 2(y − 1)

2(x− 1) 2(y − 1)

 , with sgn(u) :=

{
1 if u > 0,

− 1 otherwise.

In (C2) we set Ak := H(xk, yk) for each k ∈ IN0 and in (C3) we put A0 := H(x0, y0).
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Step k
fmincon quadprog

(C1) (C2) (C3) (C1) (C2) (C3)
0 5.0× 10−2 5.0× 10−2 5.0× 10−2 5.0× 10−2 5.0× 10−2 5.0× 10−2

1 2.4× 10−2 2.0× 10−3 2.0× 10−3 2.5× 10−2 2.0× 10−3 2.0× 10−3

2 1.2× 10−2 2.3× 10−6 2.3× 10−6 1.3× 10−3 2.3× 10−6 2.3× 10−6

4 3.1× 10−3 1.0× 10−8 1.0× 10−8 3.1× 10−3 6.5× 10−9 6.5× 10−9

Table 1: ‖(x∗1, y∗1)− (xk, yk)‖∞ in Example 4.1 for (x0, y0) = (0.55, 0.1).

Step k
fmincon quadprog

(C1) (C2) (C3) (C1) (C2) (C3)
0 2.9× 10−1 2.9× 10−1 2.9× 10−1 2.9× 10−1 2.9× 10−1 2.9× 10−1

1 4.2× 10−2 4.2× 10−2 4.2× 10−2 4.2× 10−2 4.2× 10−2 4.2× 10−2

2 1.2× 10−3 1.2× 10−3 1.2× 10−3 1.2× 10−3 1.2× 10−3 1.2× 10−3

4 1.1× 10−10 5.2× 10−10 5.2× 10−10 7.9× 10−13 7.9× 10−13 5.2× 10−13

7 1.1× 10−10 5.2× 10−10 5.2× 10−10 1.6× 10−16 1.1× 10−16 1.1× 10−16

Table 2: ‖(x∗2, y∗2)− (xk, yk)‖∞ in Example 4.1 for (x0, y0) = (0, 0).

From Table 1 we see that the convergence of (15) with the choice (C1) and the starting
point (0.55, 0.1) is much slower than (15) with the choice (C3). Both quadprog and fmincon
are of almost the same efficiency.

From Table 2 we see that for the starting point (0, 0) all the choices (C1)–(C3) provide
similar accuracy but we get substantially better results when quadprog is used to solve the
linearized problem.

Example 4.2. Consider the system

x2 + y2 − 1 ≤ 0 and − |x| − |y|+
√

2 ≤ 0 (39)

having four distinct solutions. Set g(x, y) := (x2 + y2 − 1, 0), h(x, y) := (0,−|x| − |y|+
√

2),
K := R2

+, and

H(x, y) =

(
2x 2y

−sgn(x) −sgn(y)

)
.

As before, in (C2) we set Ak := H(xk, yk) for each k ∈ IN0 and in (C3) we put A0 :=
H(x0, y0).

For the starting point (0, 0) the method (15) with (C1) fails. The convergence for the
remaining two choices (C2) and (C3) can be found in Table 3. Note that using quadprog
we find a solution (up to a machine epsilon) after one step and the iteration using fmincon
gives the precision 10−9 at most.

For the starting point (99,−999) the method (15) with (C1) fails when using quadprog
while in case fmincon we get approximately the same error as using (15) with (C3). The
only convergent scheme is (15) with (C2) (note that we start far away from the solution).
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Step k
fmincon quadprog

(C2) (C3) (C2) (C3)
0 7.0× 10−1 7.0× 10−1 7.0× 10−1 7.0× 10−1

1 2.5× 10−9 2.5× 10−9 0 0
2 7.5× 10−8 7.5× 10−8 0 0
4 1.2× 10−8 1.2× 10−8 0 0
7 8.5× 10−8 8.5× 10−8 0 0
10 8.5× 10−9 3.7× 10−9 0 0

Table 3: ‖(−
√

2/2,−
√

2/2)− (xk, yk)‖∞ in Example 4.2 for (x0, y0) = (0, 0).

Step k
fmincon quadprog

(C1) (C2) (C3) (C1) (C2) (C3)
0 9.9× 102 9.9× 102 9.9× 102 – 9.9× 102 9.9× 102

1 4.9× 102 4.9× 102 4.9× 102 – 4.9× 102 4.9× 102

4 6.1× 101 6.1× 101 6.1× 101 – 6.1× 101 6.1× 101

10 5.0× 10−1 6.0× 10−1 6.0× 10−1 – 5.8× 10−1 8.3× 10−1

21 7.0× 10−1 3.0× 10−4 1.5× 10−1 – 2.8× 10−4 1.4× 100

40 7.0× 10−1 5.3× 10−9 1.5× 10−1 – 1.0× 10−8 1.4× 100

Table 4: ‖(−
√

2/2,
√

2/2)− (xk, yk)‖∞ in Example 4.2 for (x0, y0) = (99,−999).

5 Numerical experiments for a model of economic equi-

librium

In this section we present numerical results for a model of economic equilibrium presented
in [10] and solved by using the Newton, the chord and the hybrid method with various
parameter choices. A detailed description of the model is given in [10] so we shall not repeat
it here.

The equibrium problem considered is described by the variational inequality

0 ∈ g(p,m, x, λ,m0, x0) +NC(p,m, x, λ), (40)

where

g(p,m, x, λ,m0, x0) =



∑r
i=1(x0

i − xi)
· · ·

λi −∇mi
ui(mi, xi)
· · ·

λip−∇xiui(mi, xi)
· · ·

m0
i −mi + 〈p, x0

i − xi〉
· · ·


and NC is the normal cone to the set

C = Rn
+ × Rr

+ × U1 × · · · × Ur × Rr
+.
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Step k = 1 k = 2 k = 3 k = 5 k = 100
0 9.7× 10−1 9.7× 10−1 9.7× 10−1 9.7× 10−1 9.7× 10−1

1 2.0× 10−1 2.0× 10−1 2.0× 10−1 2.0× 10−1 2.0× 10−1

2 3.9× 10−3 3.5× 10−2 3.5× 10−2 3.5× 10−2 3.5× 10−2

3 1.5× 10−6 1.9× 10−4 3.3× 10−3 3.3× 10−3 3.3× 10−3

4 0 2.2× 10−6 2.0× 10−6 1.2× 10−3 1.2× 10−3

5 - 0 0 2.1× 10−4 2.1× 10−4

6 - - - 0 2.1× 10−5

Table 5: Absolute errors with starting values psj = ms
i = xsij = λsi = 1.

Here r is the number of agents trading n goods, who start with initial vectors of goods x0
i

and initail amount of money m0
i . Further, x represents the vector of goods, p is the vector of

prices, m is the vector of the amounts of money, Ui are closed subsets of Rn
+. The functions

ui are utility functions and are given by

ui(mi, xi) = αi ln(mi) + χ≥m1
i
(mi)γi(mi −m1

i )
2 +

n∑
j=1

βij ln(xij)

where γi ∈ R, αi, βij and m1
i are positive constants and χ≥m1

i
(mi) =

{
1 mi ≥ m1

i

0 otherwise
, that is,

when γi is different from zero then ∇mi
ui, and hence g, are not differentiable.

The numerical implementation of Newton’s method for this variational inequality has
been done in Matlab. Each step of the method reduces to solving a linear complementarity
problem (LCP). To solve these problems we used the Path-LCP solver available at [9]. For
the linearization for the term involving χ we use the zero vector which is always an element
of Clarke’s generalized Jacobian of that function.

The computations are done for the following data (similar to [2]). We set the parameters
as n = r = 10 (so in total we have 130 variables), αi = βij = 1 and Ui = [0.94, 1.08]n and
use random initial endowments m0

i ∈ [1, 1.3] and x0
ij ∈ [0.94, 1.09].

First we consider at the smooth problem, that is, with γi = 0 for all i = 1, 2, . . . , 10.
We use the Newton method with starting points psj = ms

i = xsij = λsi = 1, where we update
the Jacobian iteration every k steps. For k = 1, 2, 3, 5, 100 we get a solution with error
ε = 10−7 after 4, 5, 5, 6, 9 iterations, respectively. Then, while the number of iterations
needed increases the number of times to calculate a derivative decreases from 4 to 1. Table
5 shows the errors to the solution.

If we change the starting poits to psj = ms
i = xsij = λsi = 0.97 the number of iterations

needed increases to 4, 5, 7, 9, 32. Again, the number of times we update the Jacobian de-
creases from 4 to 1. The errors are shown in Table 6. One can see that, as expected, the choice
of the starting point becomes more important if the Jacobian is not updated after every itera-
tion. This is even more evident if we change the starting values to psj = ms

i = xsij = λsi = 0.96,
where the pure chord method without updating of the Jacobian does not converge, see Table
7.

Consider now the nonsmooth problem for various values of γi and m1
i . The starting point
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Step k = 1 k = 2 k = 3 k = 5 k = 100
0 1.1× 100 1.1× 100 1.1× 100 1.1× 100 1.1× 100

1 1.0× 100 1.0× 100 1.0× 100 1.0× 100 1.0× 100

2 1.3× 10−1 7.6× 10−1 7.6× 10−1 7.6× 10−1 7.6× 10−1

3 1.8× 10−3 3.5× 10−2 4.2× 10−1 4.2× 10−1 4.2× 10−1

4 0 9.1× 10−4 1.7× 10−2 2.7× 10−1 2.7× 10−1

5 - 0 1.4× 10−3 1.6× 10−1 1.6× 10−1

6 - - 1.9× 10−4 2.2× 10−3 1.0× 10−1

Table 6: Absolute errors with starting values psj = ms
i = xsij = λsi = 0.97.

Step k = 1 k = 2 k = 3 k = 5 k = 100
0 1.2× 100 1.2× 100 1.2× 100 1.2× 100 1.2× 100

1 1.7× 100 1.7× 100 1.7× 100 1.7× 100 1.7× 100

2 4.3× 10−1 1.8× 100 1.8× 100 1.8× 100 1.8× 100

3 1.6× 10−2 2.5× 10−1 1.8× 100 1.8× 100 1.8× 100

4 1.1× 10−5 2.3× 10−2 4.4× 10−1 1.8× 100 1.8× 100

5 0 2.1× 10−5 2.1× 10−1 1.8× 100 1.8× 100

6 - 0 1.5× 10−1 4.7× 10−1 1.9× 100

Table 7: Absolute errors with starting values psj = ms
i = xsij = λsi = 0.96.

for the iteration is always psj = ms
i = xsij = λsi = 1. The results for m1

i = 0.8 and γi = 0.5
are given in Table 8.

If we increase γi to 1 the convergence speed in general decreases; the results are in Table
9.

For negative values of γi the model becomes quite unstable. For example if we set
γi = −0.7 then for k = 1 the method converges after 23 iterations while for k = 2 we get a
different solution after only 13 iterations and for k = 3 we get yet another different solution
after 8 iterations. The absolute differences to the solution of the first Newton method are
given in Table 10.

Step k = 1 k = 2 k = 3 k = 5 k = 100
0 2.1× 100 2.1× 100 2.1× 100 2.1× 100 2.1× 100

1 4.5× 10−1 4.5× 10−1 4.5× 10−1 4.5× 10−1 4.5× 10−1

2 6.2× 10−2 8.2× 10−2 8.2× 10−2 8.2× 10−2 8.2× 10−2

3 1.5× 10−4 6.9× 10−4 2.7× 10−2 2.7× 10−2 2.7× 10−2

4 0 9.1× 10−6 5.3× 10−5 1.3× 10−2 1.3× 10−2

5 - 0 5.9× 10−7 3.7× 10−3 3.7× 10−3

6 - - 0 3.3× 10−6 1.1× 10−3

Table 8: Absolute errors with parameters m1
i = 0.8 and γi = 0.5.
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Step k = 1 k = 2 k = 3 k = 5 k = 100
0 4.1× 100 4.1× 100 4.1× 100 4.1× 100 4.1× 100

1 1.5× 100 1.5× 100 1.5× 100 1.5× 100 1.5× 100

2 1.2× 100 2.8× 10−1 2.8× 10−1 2.8× 10−1 2.8× 10−1

3 1.3× 10−2 3.0× 10−2 2.7× 10−1 2.7× 10−1 2.7× 10−1

4 1.1× 10−5 5.3× 10−3 2.3× 10−3 1.4× 10−1 1.4× 10−1

5 0 0 4.2× 10−5 6.9× 10−2 6.9× 10−2

6 - - 1.5× 10−6 3.8× 10−4 8.0× 10−2

Table 9: Absolute errors with parameters m1
i = 0.8 and γi = 1.

Step k = 1 k = 2 k = 3 k = 5 k = 100
0 1.2× 100 1.2× 100 1.2× 100 1.2× 100 1.2× 100

1 8.4× 10−1 8.4× 10−1 8.4× 10−1 8.4× 10−1 8.4× 10−1

2 7.5× 10−1 8.0× 10−1 8.0× 10−1 8.0× 10−1 8.0× 10−1

3 1.2× 100 7.6× 10−1 7.8× 10−1 7.8× 10−1 7.8× 10−1

4 8.6× 10−1 8.5× 10−1 8.1× 10−1 7.7× 10−1 7.7× 10−1

8 8.5× 10−1 9.1× 10−1 1.2× 100 1.2× 100 7.6× 10−1

13 5.8× 10−1 8.6× 10−1 1.2× 100 1.2× 100 8.2× 10−1

23 0 8.6× 10−1 1.2× 100 1.2× 100 1.2× 10−1

Table 10: Absolute errors with parameters m1
i = 0.8 and γi = −0.7.
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